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MySQL and NoSQL

What is noSQL?

Simple and lightweight

Ideal for storage and retrieval

Optimized for key retrieval/appending

A lack of consistency to achieve scaling

Limited functionality

Does not use SQL for query language

http://en.wikipedia.org/wiki/Nosql



What NOSQL lacks

Non-transactional

Lacks ACID

Consistency & Durability

Defined data structure

Rich access and programming tools

Fault tolerance (maybe?)

 nosql categorization

Key/Value ++

Memcached, Cassandra, Redis

 Document Based

MongoDB, CouchDB

Graph

Object

 nosql Selling points

Simple

Non-persistence (aka speed)

Free data structure

Alternative access paths (but lack of standards)

New and exciting

comparison

http://www.mysql.com/why-mysql/white-papers/guide-to-mysql-and-nosql-delivering-the-best-of-both-worlds/



Is there a place for NoSQL to 
replace SQL?

where NoSQL is used

Session management

Incremental counters

Logging

Changing data structures

Text searching

session management

Get/put of server side data

Examples of 60%/80%/90% of DB traffic

Memory usage, Binary log, network

Backup/restore time & size

Session management

$ ./binlog_analysis.sh /path/to/mysql-bin.000823

263,326  All Statements
213,310  update sessions
  8,854  insert into ...
  5,078  insert into log
  3,493  update ...
  2,741  insert into sessions
 ...  

Top Statement, 
80% of write traffic



incremental counters

$ ./binlog_analysis.sh /path/to/mysql-bin.005923
227,593  All Statements
 16,553  update users
 15,556  delete from ...
 14,933  replace ...
 10,055  update ...
  9,145  insert into ...
 ...  
UPDATE users SET access = 1360093396 WHERE uid = 3898011
UPDATE users SET access = 1360093395 WHERE uid = 646507
UPDATE users SET access = 1360093396 WHERE uid = 5158733

Drupal Example
Top Statement, 7% of write traffic

memcached API

MySQL 5.6 provides

NoSQL interface via memcached
Fast key/value store
Accesses existing data (no invalidation issues)
MySQL durability and data replication
Alternative caching policies

http://dev.mysql.com/doc/refman/5.6/en/innodb-memcached.html

memcached API

https://blogs.oracle.com/MySQL/entry/nosql_memcached_api_for_mysql
http://www.mysql.com/why-mysql/white-papers/guide-to-mysql-and-nosql-delivering-the-best-of-both-worlds/

memcached api

$ sudo apt-get install libevent-2.0-5

mysql> source $MYSQL_HOME/share/innodb_memcached_config.sql
mysql> install plugin daemon_memcached soname "libmemcached.so";

mysql> use innodb_memcache
mysql> show tables
+---------------------------+
| Tables_in_innodb_memcache |
+---------------------------+
| cache_policies            |
| config_options            |
| containers                |
+---------------------------+

memcached is not required. 
This is included in the mysql 

daemon process.



memcached api

$ sudo service mysql stop
$ $ netstat -an | grep 11211

$ sudo service mysql start
$ netstat -an | grep 11211
tcp        0      0 0.0.0.0:11211   0.0.0.0:*             LISTEN
tcp6       0      0 :::11211        :::*                  LISTEN     
udp        0      0 0.0.0.0:11211   0.0.0.0:*                          
udp6       0      0 :::11211        :::*    

memcached api

mysql> SELECT * FROM containers\G
*************************** 1. row ***************************
                  name: aaa
             db_schema: test
              db_table: demo_test
           key_columns: c1
         value_columns: c2
                 flags: c3
            cas_column: c4
    expire_time_column: c5
unique_idx_name_on_key: PRIMARY

mysql> TRUNCATE TABLE test.demo_test;

memcached api

mysql> INSERT INTO test.demo_test (c1,c2,c3,c4,c5) 
    -> VALUES ('mysql','Inserted by MySQL',0,0,0);

$ telnet localhost 11211
get mysql
VALUE mysql 0 17
Inserted by MySQL
END

<?php
$m = new Memcached();
$m->addServer('localhost',11211); 
print $m->get('mysql');
?>

Use memcached library with 
applicable application language

memcached api

$ sudo apt-get install libmemcached-tools

$ export MEMCACHED_SERVERS=127.0.0.1:11211
$ memccp /etc/resolv.conf

$ memccat resolv.conf

# Dynamic resolv.conf(5) file for glibc resolver(3) generated by resol
#     DO NOT EDIT THIS FILE BY HAND -- YOUR CHANGES WILL BE OVERWRITTE
nameserver 192.168.1.1



memcached api

$ telnet localhost 11211
get resolv.conf
VALUE resolv.conf 0 174
# Dynamic resolv.conf(5) file for glibc resolver(3) generated by resolvco
#     DO NOT EDIT THIS FILE BY HAND -- YOUR CHANGES WILL BE OVERWRITTEN
nameserver 192.168.1.1

mysql> SELECT * FROM test.demo_test\G
*************************** 1. row ***************************
c1: resolv.conf
c2: # Dynamic resolv.conf(5) file for glibc resolver(3) generated by resolvco
#     DO NOT EDIT THIS FILE BY HAND -- YOUR CHANGES WILL BE OVERWRITTEN
nameserver 192.168.1.1
c3: 0
c4: 4
c5: 0
#

memcached API

Data stored as VARCHAR

Supports multiple tables

autocommit write (by default, configurable) 

Adjustable durability per caching policy

default 5 seconds for ‘caching’

Restrict DDL capable
http://dev.mysql.com/doc/refman/5.6/en/innodb-memcached-developing.html

Trap for AUTO_INCREMENT 
or INT Primary Keys

Changing structure

MySQL 5.6 InnoDB online DDL

Reduces

Full table copy

Blocking INSERT,UPDATE,DELETE

Removes barrier to schema changes 

Simplifies HA infrastructure
http://dev.mysql.com/doc/refman/5.6/en/innodb-online-ddl.html

online DDL

ADD [FULLTEXT] INDEX

DROP INDEX

ADD/DROP FOREIGN KEY

ADD/DROP COLUMN   (*)

...

NoSQL requires indexes too!

http://dev.mysql.com/doc/refman/5.6/en/innodb-create-index-overview.html



online DDL

ALTER TABLE example ADD INDEX i1 (c1)

--  ,ALGORITHM= [ INPLACE | COPY ]
--  ,LOCK= [ EXCLUSIVE | SHARED | NONE ]

http://dev.mysql.com/doc/refman/5.6/en/innodb-create-index-examples.html

Searching DAta

InnoDB Full Text Search (FTS)

Uses MATCH() AGAINST () syntax
+
- 
@distance
...

http://dev.mysql.com/doc/refman/5.6/en//fulltext-boolean.html

Searching Data

CREATE TABLE huckleberry_finn(
  id INT NOT NULL AUTO_INCREMENT PRIMARY KEY,
  line varchar(100) NOT NULL
);

LOAD DATA LOCAL INFILE '/tmp/huckleberry_finn.txt'
  INTO TABLE huckleberry_finn(line);

SET GLOBAL innodb_optimize_fulltext_only=1;
ALTER TABLE huckleberry_finn ADD FULLTEXT INDEX(line);

Searching Data

mysql> SELECT id, line, 
    -> MATCH(line) AGAINST ('trouble' IN NATURAL LANGUAGE MODE) AS s           
    -> FROM test.huckleberry_finn 
    -> ORDER BY 3 DESC LIMIT 10;
+------+---------------------------------------------------------------------------+-------------------+
| id   | line                                                                      | score             |
+------+---------------------------------------------------------------------------+-------------------+
| 5341 | "Trouble has done it, Bilgewater, trouble has done it; trouble has brung  | 7.803215503692627 |
|  156 | Trouble.                                                                  | 2.601071834564209 |
|  429 | In Trouble                                                                | 2.601071834564209 |
|  519 | Trouble is Brewing                                                        | 2.601071834564209 |
|  646 | would only make trouble, and wouldn't do no good.                         | 2.601071834564209 |
| 1211 | trouble in yo' life, en considable joy. Â Sometimes you gwyne to git      | 2.601071834564209 |
| 1415 | last that if he didn't quit using around there she would make trouble     | 2.601071834564209 |
| 1515 | man's own son, which he has had all the trouble and all the anxiety       | 2.601071834564209 |
| 2700 | I, it's worth the trouble to give the place a hunt. Â I hain't seen any   | 2.601071834564209 |
| 2871 | Sarah Mary Williams George Elexander Peters, and if you get into trouble  | 2.601071834564209 |
+------+---------------------------------------------------------------------------+-------------------+



SEARCHING DATA

SELECT title,line,
MATCH(line) AGAINST ('creatures' IN NATURAL LANGUAGE MODE) AS s                
FROM test.shakespeare
ORDER BY 3 DESC LIMIT 10;
+--------------------------+------------------------------------------
| title                    | line                                     
+--------------------------+------------------------------------------
| Alls Well That Ends Well |     He us'd as creatures of another place
| Alls Well That Ends Well |     before it, and of his creatures, not 
| Cymbeline                |     Of these thy compounds on such creatu
| Cymbeline                |   IACHIMO. Two creatures heartily.       
| Cymbeline                |     creatures, would even renew me with y
| Cymbeline                |   IMOGEN. [Aside] These are kind creature
| Cymbeline                |     And cook to honest creatures. But 'ti
| Cymbeline                |     Creatures may be alike; were't he, I 
| Cymbeline                |     In killing creatures vile, as cats an
| The Sonnets              |   From fairest creatures we desire increa

http://www.gutenberg.org/cache/epub/100/pg100.txt

SEARCHing DATA

SELECT * FROM INFORMATION_SCHEMA.INNODB_FT_DEFAULT_STOPWORD;
CREATE TABLE user_stopword(value VARCHAR(30)) ENGINE = INNODB;

# NOTE / not .
SET GLOBAL innodb_ft_server_stopword_table = "test/user_stopword";

Searching DAta

Issues

FTS_DOC_ID

Add one index per ALTER statement

Results may not match MyISAM

Wrapup

NoSQL access with popular NoSQL protocol

Pushing performance

Relaxing SQL requirement

Preserving data integrity

Improving online & real-time DDL

InnoDB text searching capabilities



MySQL and Big Data

Big data

Big means many things

100TB of data

100 million pages views a month

1 billion page views a day

50 billion SQL statements per day

Data Activity does not mean Data Volume

Bigger DATA

Large Hadron Collider (LHC)

1 petabyte (1 million GBs) 
per second

Discards 99+% of data

Large data

Autospace, Manufacturing, 
Simulation

http://home.web.cern.ch/about/computing

concerns

Explosion of additional data collected

Ability to search and index the data

Data interoperability



large  core systems

Continued performance improvements

support 32 - 48 cores

http://dimitrik.free.fr/blog/archives/2013/02/mysql-performance-mysql-56-ga-and-mysql-55-scalability.html
http://mysqlha.blogspot.com/2013/02/mysql-56-is-much-faster-on-io-bound.html

https://www.facebook.com/notes/mysql-at-facebook/my-mysql-is-faster-than-your-mysql/10151250402570933

Disk management

SSD optimizations

Configurable page size (4K, 8K) 

Export/Import per table tablespaces

Separate InnoDB Undo tablespaces

Read Only media support

Compression improvements

export tablespace

mysql> FLUSH TABLES example1 FOR EXPORT;

# cp .frm, .idb and .cfg file
$ ls -l example1*
-rw-rw---- 1 user grp   1017 Mar  8 12:39 example1.cfg
-rw-rw---- 1 user grp   8798 Mar  8 12:38 example1.frm
-rw-rw---- 1 user grp 393216 Mar  8 12:35 example1.ibd

mysql> UNLOCK TABLES;

.cfg is required for import

partitioning

Import/export of partition

Explicit partition definition

http://dev.mysql.com/doc/refman/5.6/en/partitioning-management-exchange.html



PARTITIONING Exchange 

CREATE TABLE requests (
...
PARTITION BY LIST COLUMNS (crawlDate) (
  PARTITION p2010_11_29 VALUES IN ('2010_11_29'),
  PARTITION p2010_12_16 VALUES IN ('2010_12_16'),
  PARTITION p2010_12_28 VALUES IN ('2010_12_28'));

CREATE TABLE extract LIKE requests;
ALTER TABLE extract REMOVE PARTITIONING;
ALTER TABLE requests EXCHANGE PARTITION p2010_12_28 WITH TABLE extract;
SELECT COUNT(*) FROM extract;
-- 1000 rows
-- Do stuff with the data!!!

ALTER TABLE requests EXCHANGE PARTITION p2010_12_28 WITH TABLE extract;
SELECT COUNT(*) FROM extract;
-- 0 rows

http://httparchive.org/

DAta exchange

Binary Log API

Exposing replication stream for integration

e.g. Solr Search, Cache management

http://intuitive-search.blogspot.co.uk/2011/07/binary-log-api-and-replication-listener.html
https://blogs.oracle.com/MySQL/entry/mysql_5_6_replication_new

replication speed

Before/After Image

Parallel Replication (multi-threaded slave)

GTID (for cloning)

Key to scaleout and 
sharded architectures

 innodb performance

!Compression Enhancements for OLTP Workloads
!Optimizations for Read-Only Transactions
!Separate Tablespaces for InnoDB Undo Logs
!Faster Extension for InnoDB Data Files
!Non-Recursive Deadlock Detection
!Fast CRC32 Checksum Algorithm
!Faster Restart by Preloading the InnoDB Buffer Pool
!Improvements to Buffer Pool Flushing
!Persistent Optimizer Statistics for InnoDB Tables
!Faster Locking for Improved Scalability
!Using Operating System Memory Allocators
!Controlling InnoDB Change Buffering
!Controlling Adaptive Hash Indexing
!Changes Regarding Thread Concurrency
!Changes in the Read-Ahead Algorithm
!Multiple Background InnoDB I/O Threads
!Asynchronous I/O on Linux
!Group Commit

!Controlling the InnoDB Master Thread I/O Rate
!Controlling the Flushing Rate of Dirty Pages from the InnoDB Buffer Pool
!Using the PAUSE Instruction in InnoDB Spin Loops
!Control of Spin Lock Polling
!Making the Buffer Pool Scan Resistant
!Improvements to Crash Recovery Performance
!Integration with the MySQL Performance Schema
!Improvements to Performance from Multiple Buffer Pools
!Better Scalability with Multiple Rollback Segments
!Better Scalability with Improved Purge Scheduling
!Improved Log Sys Mutex
!Separate Flush List Mutex
!Kernel Mutex Split
!InnoDB Configurable Data Dictionary Cache
!Improved Tablespace Management
!memcached Plugin for InnoDB
!Online DDL

http://dev.mysql.com/doc/refman/5.6/en/innodb-performance.html



wrapup

Large core systems

SSDs and mixed I/O options

Improved partitioning

Read only capabilities

MySQL and the Cloud

what is the cloud?

Infrastructure on Demand

Infrastructure as a Service (IaaS)

Many services extend what the cloud is:

Platform as a service (PaaS)

Software as a service (SaaS)

MySQL /Cloud fit

Scale Out not Scale Up

MySQL was originally designed to run on low cost 
commodity hardware

Does not have the bloat of commercial products



highlights

Continued replication improvements

Before/after image

Continued SSD improvements

Partitioning improvements

instrumentation

Cloud performance can be unpredictable

Performance Schema enhancements

I/O load

Identify “hot tables” for performance

Locking

SSD storage 

Specify certain data on SSD

Per Table

Separate UNDO logs

Cost effective use of 
Cloud store capabilities

INNODB DATA location

CREATE TABLE hot (...) 
ENGINE=InnoDB
DATA DIRECTORY = '/mnt/ssd/data';

http://dev.mysql.com/doc/refman/5.6/en/tablespace-placing.html



read only

Read only transactions

Read only servers

Sharing same partition

biggest concerns

Security, security, security

Storing authenticated credentials

Stronger user account encryption

Password expiry

Binary log cleanup

Client history cleanup

MySQL 5.6 
improvements

MySQL 5.6

conclusion

1. Online InnoDB DDL

2. Disk management and flexibilities

3. Memcached API for MySQL InnoDB

4. Improved partitioning

5. Better Instrumentation

My Top 5 takeaways



MySQl 5.6

Another continued step in right direction

Your contributions and feedback count!

http://mysqlha.blogspot.com/2013/03/mysql-56-cached-update-only-workload.html
http://www.mysqlperformanceblog.com/2013/03/08/mysql-performance-impact-of-memory-allocators-part-2/
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